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Hierarchical Multi-Label Classification

The classes involved in the classification task are hierarchically
structured.
Each example may simultaneously belong to more than one class
in each hierarchical level.



Two main approaches for HMC problems

Local Methods
Local Classifier per Node (LCN)

The LCN strategy trains one binary classifier for each class of the
hierarchy.

Local Classifier per Parent Node (LCPN)
The LCPN strategy trains, for each internal class, a multi-class
classifier to distinguish between its subclasses.

Local Classifier per Level (LCL)
The LCL strategy trains one multi-class classifier for each
hierarchical level, where each classifier is responsible for the
prediction in its associated level.



Two main approaches for HMC problems

Global Methods
The global approach induces only one classifier using all classes
of the hierarchy at once.
After training the classifier, the classification of a new example
occurs in just one step.
Since global-based methods induce just one classifier to consider
the specificities of the classification problem, they do not use
conventional classification algorithms, unless these are adapted to
consider the hierarchy of classes.



Hierarchical Multi-Label Classification with Local
Multi-Layer Perceptron (HMC-LMLP)



Training Process

The network architecture has one hidden layer and one output
layer(classes of the first level).

We employed the Back-propagation and Resilient
back-propagation algorithms.

When the training of the MLP network associated with the first
hierarchical level is finished, then a second neural network is
associated with the next level of the hierarchy.

The only difference is that the inputs of this network are now the
outputs provided by the previous trained MLP.

When training a MLP network for a specific hierarchical level,
the MLP networks associated with the previous levels are not
re-trained.



Final Predictions



Evaluation Measures

We used precision-recall curves as the evaluation measure for the
methods.
We used two PR curve variations to compare the investigated
methods :

The area under the average PR-curve (AU(PRC)).
The weighted average of the areas under the individual (per class)
PR curves (AUPRCw).



Experimental Analysis


