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• A large-scale benchmark dataset for general multi-label video classification.

• Here, they treat the task of video classification as that of producing labels
that are relevant to a video given its frame.

• YouTube-8M is not restricted to action classes alone.
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Figure1: This screenshot of a dataset explorer depicts a subset of videos in the dataset 
annotated with the entity “Guitar”.



• YouTube-8M contains more than 8 million videos from 4,800 classes.
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• We use the YouTube video annotation system to obtain topic annotations 
for a video, and to retrieve videos for a given topics.

• The annotations are provided in the form of Knowledge Graph entities.
We use Knowledge Graph entities to succinctly describe the main themes of a 
video, e.g., a video of biking on dirt roads and cliffs would have a central 
topic/theme of Mountain Biking, not Dirt, Road, Person, Sky, and so on.

• The aim of the dataset is not only to understand what is present in each frame 
of the video, but also identify the few key topics that best describe what the 
video is about.
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1. Vocabulary Construction
• every label in the dataset should be distinguishable using visual information 

alone,
• each label should have sufficient number of videos for training models and

for computing reliable metrics on the test set.
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2. Collecting Videos
• have at least 1,000 views. 
• We exclude too short (< 120 secs) or too long (> 500 secs) videos.
• Randomly sample 10 million videos among them.
• Obtained all entities for the sampled 10 million videos using the YouTube 

video annotation system.
• Filtered out entities with less than 200 videos, and videos with no remaining 

entities. This reduced the size of our data to 8,264,650 videos.
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3. Features 
• We pre-process the videos and extract frame-level features using a state-of-

art deep model: the publicly available Inception network trained on ImageNet.

• We decode each video at 1 frame-per-second up to the first 360 seconds,
feed the decoded frames into the Inception network, 
and fetch the ReLu activation of the last hidden layer, before the classification 
layer.

• The feature vector is 2048-dimensional per second of video.
Afterwards, we apply PCA (+ whitening) to reduce feature dimensions to 1024.
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 While this removes motion information from the videos, recent work shows 
diminishing returns from motion features as the size and diversity of the video 
data increase.

 We hope to extend the dataset with audio and motion features in the futures.
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• The YouTube-8M dataset contains 4,800 classes and a total of 8,264,650 videos.
• The average length of a video in the dataset is 229.6 seconds,

which amounts to ~1.9 billion frames across the dataset.
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• Frame-level data (total size of 1.71 TB)
Each video has
a. “video_id”: unique id for the video,
b. “label”: list of labels of that video,
c. Each frame has “rgb”: float array of length 1024,
d. Each frame has “audio”: float array of length 128.

A video 𝑣 is given by a sequence of frame-level features (rgb) 𝒙1:𝐹𝑣
𝑣 ,

where 𝒙𝑗
𝑣 is the feature of the j-th frame from video 𝑣.
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• Video-level data (total size of 31GB)
Each video has
a. “video_id”
b. “labels”
c. “mean_rgb”:float array of length 1028
d. “mean_audio”: float array of length 128

Formally, a video-level feature 𝜙 𝑥1:𝐹𝑣
𝑣 is a fixed-length representation at the 

video-level. We use a simple aggregation technique for getting these video-level 
representation:
1. First, second order and ordinal statistics
2. Feature normalization
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• Video-level data (total size of 31GB)
1. First, second order and ordinal statistics:

we extract the mean 𝜇𝑣 ∈ 𝑅1024 and the standard-deviation 𝜎𝑣 ∈ 𝑅1024,
and the top 5 ordinal statistics 𝑇𝑜𝑝5 𝑥1:𝐹𝑣

𝑣 for each dimension

𝜙 𝑥1:𝐹𝑣
𝑣 =

𝜇 𝑥1:𝐹𝑣
𝑣

𝜎 𝑥1:𝐹𝑣
𝑣

𝑇𝑜𝑝5 𝑥1:𝐹𝑣
𝑣

2. Feature normalization:
we substract the mean 𝜙(∙) then use PCA to decorelate and whiten the 
features.
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• For each entity 𝑒, we consider 𝑥𝑖 , 𝑔𝑖
𝑒
𝑖=1,…,𝑁 for a binary classifier, 

where 𝑁 is the number of videos, 𝑔𝑖
𝑒 ∈ {0,1} is the ground-truth 

which is 1 if labels of 𝑖-th video contains entity 𝑒, and zero otherwise.

• Mean Average Precision (mAP)
• Let 𝑦𝑖 be the annotation scores for 𝑖-th video. 
• For each entity 𝑒, we sort all the non-zero annotations according to the model 

score. (denoted as 𝑦𝑖
𝑒)

• At a given threshold 𝜏, the precision 𝑃𝑒 𝜏 and recall 𝑅𝑒 𝜏 are given by

𝑃𝑒 𝜏 =
 𝑖 𝐼 𝑦𝑖

𝑒 ≥ 𝜏 𝑔𝑖
𝑒

 𝑖 𝐼 𝑦𝑖
𝑒 ≥ 𝜏

,

𝑅𝑒 𝜏 =
 𝑖 𝐼 𝑦𝑖

𝑒 ≥ 𝜏 𝑔𝑖
𝑒

 𝑖 𝑔𝑖
𝑒 .
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• Mean Average Precision (mAP)
• The average precision, approximating the area under the precision-recall 

curve, can then be computed as

𝐴𝑃𝑒 =  

𝑗=1

10000

𝑃 𝜏𝑗 𝑅 𝜏𝑗 − 𝑅 𝜏𝑗+1 ,

where 𝜏𝑗 = 𝑗/10000.

• The mean average precision is computed as the unweighted mean of all the 
per-class average precisions:

𝑚𝐴𝑃 =
 𝑒𝐴𝑃

𝑒

# 𝑜𝑓 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠
.
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