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Restricted Boltzmann Machines

The restricted Boltzmann machine (RBM) is an undirected graphical model
based on a bipartite graph, with visible units in one part of the graph and hidden
units in the other part.

The joint probability distribution is
exp (bTV +cTh+ vTWh)
VA

P(v=v,h=h) =

where Z = 3" >, exp (b'v + c"h 4+ v Wh).
The marginal probability distribution is
S exp (b'v+ c"h+ v Wh)

P(v=v)= 7 .
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Restricted Boltzmann Machines

o Letd = (W,b,c).

o The gradient of the marginal log-likelihood with respect to 6 is

Vo logp(v; 0)
= Ehwp(h‘vzv)VQ(bTV + cTh + vTWh) — E(vz’h/)wp(v’h)VQ(bTvl + H + v'TWh')_
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Restricted Boltzmann Machines

Algorithm 18.2 The contrastive divergence algorithm, using gradient ascent as
the optimization procedure

Set ¢, the step size, to a small positive number.
Set k, the number of Gibbs steps, high enough to allow a Markov chain sampling
from p(x; @) to mix when initialized from pgaga. Perhaps 1-20 to train an RBM
on a small image patch.
while not converged do
Sample a minibatch of m examples {x(l> ..... x(’”)} from the training set
g« L3 Vologp(x?:0).
for i =1 to m do
%)« x(),
end for
for i =1 to k do
for j =1tomdo
%) « gibbs_update(x)).
end for
end for
g g— 23" Vologp(x1:0).
0 0 +cg.
end while




RBM-CF

e Suppose we have M movies, N users, and integer rating values from 1 to K.
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RBM-CF

e The joint probability distribution is

K H
P(v=v,h —h 76Xp Zmev,k—i—Zc,h +Zzzmkjvikhj

€O k=1 = €O k=1 j=1

e The gradients of the marginal log-likelihood are

Vi 10gp(v) = Bpymp(iylv=n Vikhi — Bur ) op(v iy Vieh
Vi logp(v)
Ve logp(v) = Eiymptyv=ti = B iy mp(em) -

/
Vik — E(l’/,h/)Nl)(V,h) Viks



Conditional RBM

e Letr € {0, 1} be a binary vector of length M, indicating which movies the
user rated.
e Given r = r, the joint probability distribution is
P(v=v,h=hlr=r)

1 K H K H M H
= 7 Xp Z Z bivir + Z cihj + Z Z Z Wivich; + Z Z Dyrih; | .
=1 —1 j=1

i=1 j=1I

€O k=1 = €0 k=1 j

8/10



Hybrid RBM
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Item Category aware Conditional RBM

P(v=v,h=hf =)
1

K H K H H F K F
= e (Z S bavie+ Y chi+ > D> Wagvahi+ D> Dihify+ > > > D,.%qvikﬁ,> .
icO ieO

i€O k=1 j=1 i€O k=1 j=I j=1 g=1 k=1 g=1
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