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Restricted Boltzmann Machines

• The restricted Boltzmann machine (RBM) is an undirected graphical model
based on a bipartite graph, with visible units in one part of the graph and hidden
units in the other part.

• The joint probability distribution is

P(v = v, h = h) =
exp
(
bT v + cT h + vT Wh

)
Z

where Z =
∑

v

∑
h exp

(
bT v + cT h + vT Wh

)
.

• The marginal probability distribution is

P(v = v) =

∑
h exp

(
bT v + cT h + vT Wh

)
Z

.
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Restricted Boltzmann Machines

• Let θ = (W, b, c).

• The gradient of the marginal log-likelihood with respect to θ is

∇θ log p(v; θ)

= Eh∼p(h|v=v)∇θ(bT v + cT h + vT Wh)− E(v′,h′)∼p(v,h)∇θ(bT v′ + cT h′ + v′T Wh′).
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Restricted Boltzmann Machines
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RBM-CF

• Suppose we have M movies, N users, and integer rating values from 1 to K.
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RBM-CF

• The joint probability distribution is

P(v = v, h = h) =
1
Z

exp

∑
i∈O

K∑
k=1

bikvik +
H∑

j=1

cjhj +
∑
i∈O

K∑
k=1

H∑
j=1

Wikjvikhj

 .

• The gradients of the marginal log-likelihood are

∇Wikj log p(v) = Ehj∼p(hj|v=v)vikhj − E(v′,h′)∼p(v,h)v
′
ikh′j ,

∇bik log p(v) = vik − E(v′,h′)∼p(v,h)v
′
ik,

∇cj log p(v) = Ehj∼p(hj|v=v)hj − E(v′,h′)∼p(v,h)h
′
j .
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Conditional RBM

• Let r ∈ {0, 1}M be a binary vector of length M, indicating which movies the
user rated.

• Given r = r, the joint probability distribution is

P(v = v, h = h|r = r)

=
1
Z

exp

∑
i∈O

K∑
k=1

bikvik +
H∑

j=1

cjhj +
∑
i∈O

K∑
k=1

H∑
j=1

Wikjvikhj +

M∑
i=1

H∑
j=1

Dijrihj

 .
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Hybrid RBM

P(hU
ip = 1|vi,: = vi,:) = σ

bU
p +

∑
j∈Oi,:

WU
jp vij


P(hI

jq = 1|v:,j = v:,j) = σ

bI
q +

∑
i∈O:,j

W I
iqvij


vij =

1
2

cU
i +

HU∑
p=1

WU
jp hU

ip + cI
j +

HI∑
q=1

W I
iqhI

jq


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Item Category aware Conditional RBM

P(v = v, h = h|f = f )

=
1
Z

exp

∑
i∈O

K∑
k=1

bikvik +

H∑
j=1

cjhj +
∑
i∈O

K∑
k=1

H∑
j=1

Wikjvikhj +

H∑
j=1

F∑
q=1

DH
jqhjfq +

∑
i∈O

K∑
k=1

F∑
q=1

DU
ikqvik fq

 .
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