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Figure 1. A framework for leamning word vectors. Context of
three words (“the.” “cat,” and “sat™) is vsed to predict the fourth
word (“on”). The input words are mapped to colomns of the ma-
trix W to predict the ontput word.
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Motivation

Learning Vector Representation of Words

(X1, ..., Xk Xk+1) : word IDs of words in a window

(wa,...,wp) : w; is a vector corresponding to word of which ID is i.
b, U : softmax parameters

h : averaging(or concatenating) function

eZxk+1
P(Xk+11X15 -+ -y Xk) =

iz €
z=b+ Uh(wy, ..., wy,)
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|
PV-DM(Paragraph Vector: A distributed memory model)
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PV-DM

PV-DM

v : Paragraph ID

(X1, ...y Xk, Xka1) : word IDs of words in a window

(wa,...,wp) @ w; is a vector corresponding to word of which ID is i.
(d1,...,dyn) : d;is a vector corresponding to ith paragraph.

b, U : softmax parameters

h: averaglng(or concatenating) function

e%k+1
S e
z=b+ Uh(wy,...,wy,)

P(Xkt1|V, X1,y Xk) =
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PV-DM

@ They reflect the semantics of the words.
(“powerful” is closer to “strong” than to “Paris.”)

@ They take into consideration the word order, at least in a small
context.

@ Paragraph vector for a new paragraph can be obtained by gradient
descent. At this point, W, b, U are fixed.
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PV-DBOW(Paragraph Vector without word ordering:
Distributed bag of words)

Classifier [ the] [cat] [sat] [on |

N/

Paragraph Matrix --—------ .

Paragraph
id
Figure 3. Distributed Bag of Words version of paragraph vectors.
In this version, the paragraph vector is trained to predict the words
in a small window.
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|
PV-DBOW

o PV-DM alone usually works well for most tasks.

@ But its combination with PV-DBOW is usually more consistent across
many tasks.
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N
Result

Table 1. The performance of our method compared to other ap-
proaches on the Stanford Sentiment Treebank dataset. The error

rates of other methods are reported in (Socher et al., 2013b).

Model Error rate | Error rate
(Positive/ (Fine-
Negative) grained)

Naive Bayes 18.2 % 59.0%

(Socher et al., 2013b)

SVMs (Socher et al., 2013b) 20.6% 59.3%

Bigram Naive Bayes 16.9% 58.1%

(Socher et al., 2013b)

Word Vector Averaging 19.9% 67.3%

(Socher et al., 2013b)

Recursive Neural Network 17.6% 56.8%

(Socher et al., 2013b)

Matrix Vector-RNN 17.1% 55.6%

(Socher et al_, 2013b)

Recursive Neural Tensor Network 14.6% 54.3%

(Socher et al., 2013b)

Paragraph Vector 12.2% 51.3%
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