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Introduction

• Give much tighter complexity bound than previous works

• Compute complexity with some special structure networks - CNNs,
ResNets.



Introduction



Model and notation

• Same option + Rank constraint (rank (Wi ) ≤ ri )

• If loss function is bounded, Rademacher complexity can be approved

• Mb:r : upper bound of the norm of Jacobian for function NW r
b



Generalization error bound

Theorem 1. Let gγ be a 1
γ

-Lipschitz loss function and FD,‖ the be the class

of DNNs, pd = p, rd = r for all d ∈ [D], M\d = maxd∈[D],x∈Xm M1:(d−1)M(d+1):D

CNet =
M\d ·R

√
Dm/r·maxd Md/γ

supf∈FD,‖,‖2,x∈Xm
gγ (f (WD ,x))

Then we have

R̂m = O

(
R
∏D

d=1 Md,2

√
Dpr logCNet

γ
√
m

)



Generalization error bound with bounded loss

Corr 1.With Assumption Thm 1, suppose the loss is bounded, i.e. l() ≤ b,
then the Rademacher complexity safisfies

R̂m = O

(
C1 ·

√
Dpr logCNet

m

)

where C1 = min
{
R
∏D

d=1 Md/γ, b
}



CNNs with Orthogonal Filters

For CNN, we can use orthogonal filters


