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Introduction

Among numerous clustering methods, Gaussian Mixture Model is a
very classical and elegant one, which has still being consistently improved.

But it has a fundamental assumption that the data is composed by
Gaussian distributions. However, real data sets rarely satisfy this
assumption, on which GMM can result in poor clusters.

The ability of modeling complex distributions making GAN a
potential replacement of the Gaussian distribution for learning mixture
models.
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Gaussian Mixture Model and EM Algorithm

Gaussian Mixture Model consists of N Gaussian components,

p(x) =

N∑
i=1

αiN (x;µi,Σi)

where x ∈ Rd, µi ∈ Rd, Σi ∈ Rd×d, and
∑N
i=1 αi = 1

EM Algorithm
For (X,Z) ∼ p(X,Z|θ), X : observable variable, Z : hidden variable

1 E step : Calculate the l(θ|X, θm−1) = EZ∼pθm−1
(l(θ|Z)|X)

2 M step : Maximize l(θ|X, θm−1)
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Gaussian Mixture Model and EM Algorithm

Let X : observable instances, D : Data = {x1, x2, ..., xM}, θ = {αi, µi,Σi},
zij = 1 iff xj is generated by i-th gaussian model.(i = 1, · · ·N, j = 1, · · ·M)

Then for j’th sample,

p(xj , zj |θ) =

N∑
i=1

αiN (x;µi, Σi) I(zij = 1)

Apply to EM Algorithm,

1 E step : Findes a guess of q(Z) accroding to the posterior

p
(
zij |xj ,θ(t)

)
=

p
(
xj , zij |θ(t)

)
∑N
i=1 p

(
xj , zij |θ(t)

)
2 M step : θ(t+1) = arg max

θ
EZ∼p(Z|D,θ(t)) ln(p(D,Z|θ))

which can be calculated easily.
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Drawback of Generalized mixture Model with EM

Assume we replace Gaussian model to other complex model.

First, set initial model θ(0) randomly. Then p
(
z|D,θ(0)

)
is calculated.

Let z(0) = argmaxz p
(
z|D,θ(0)

)
. If model can be arbitarily capable,

there exists θ∗ s.t. p
(
z(0)|D,θ∗

)
= 1 and otherwise 0.

θ(1) become θ∗.

Since argmax
z

p
(
z|D,θ(1)

)
= z(0) = argmax

z
p
(
z|D,θ(0)

)
,

we have θ(1) = θ(2) and thus the algorithm has converged.

That would be likely to happen for using GANs as the model.
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ε-EM Algorithm

EM Algorithm
For (X,Z) ∼ p(X,Z|θ), X : observable variable, Z : hidden variable

1 E step : Calculate the l(θ|X, θm−1) = EZ∼pθm−1
(l(θ|Z)|X)

2 M step : Maximize l(θ|X, θm−1)

In E step, we match the distribution q(Z) to p(Z|X, θ(t)), so that
KL(q||p) = 0

However, we don’t have to exactly match q(Z) to p(Z|X, θ(t)).
Specifically, for q(t)(Z) such that KL(q(t)||p(t)) = εt > 0 and

limt→+∞
∑t−1
i=0 εi <∞, the algorithm converges.(Detail : appendix)

ε-EM Algorithm

1 ε-E step : Calculate the l̃(θ|X, θm−1) = EZ∼p̃θm−1
(l(θ|Z)|X)

2 M step : Maximize l̃(θ|X, θm−1)
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GAN Mixture Model with EM Algorithm

1 E step : From current model θ(t), assign training data to the cluster
using discriminators.

2 M step : For the clusterd data D = {D1, D2, ..., DN}, train i-th GAN
model on Di
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GAN Mixture Model with ε-EM Algorithm

1 ε-E step :
(1) From current model θ(t), sample a data set S(t) = {(x̃i, yi)ni=0} from
the GAN generators, where x̃i is generate by k-th generator and yi = k.
(2) Train a (not so perfect) classifier hq from S.
(3) Assign the cluster of each training instance xi by hq(xi).

2 M step : For the clusterd data D = {D1, D2, ..., DN}, train i-th GAN
model on Di for several iterations.
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GAN Mixture Model with ε-EM Algorithm
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Experiments

Models

GAN Mixture Model(GANMM)

Gaussian Mixture Model(GMM)

Deep Embedded Clustering(DEC)

GAN Mixture Model with EM(GANMM-EM)

Evaluate Metrics : using the data with oracle labels.

Purity =
∑N
i=1

mi
m maxj

mij
mi

mi : size of cluster i, mij : number of class j data in cluter i

ARI = m11+m00

m
m11 : the number of pairs in same cluster and same oracle label
m00 : the number of pairs in diff cluster and diff oracle label

NMI =

∑
dh,l log

( |Ω|·dh,l
dhcl

)
√(∑

h dh log
(
dh
d

))
(
∑
l cl log(

cl
d ))
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Experiments
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Appendix : ε-EM Algorithm

We can observe r.v X which is parameterized by θ, and Z is hidden r.v.
Object : maximize p(X|θ) =

∑
Z P (X,Z|θ). Let ln p(X|θ) = LL(θ).

Let q(Z) is marginal distribution of Z. Then LL(θ) = L(q, θ) + KL(q‖p),
where L(q, θ) =

∑
Z q(z) ln p(X,Z|θ)

q(Z) and KL(q‖p) = −
∑

Z q(Z) ln p(Z|X,θ)
q(Z) .

In ε− E step, find q(t) s.t. KL
(
q(t)‖p(t)

)
= εt > 0

Then, ∀q, L(q(t), θ(t)) + εt = LL(θ(t)) ≥ L(q, θ(t))

In M step, θ(t) = argmax
θ

L(q(t−1), θ) , hence L(q(t−1), θ(t)) ≥ L(q(t−1), θ(t−1))

Therefore, we have

LL(θ(t)) ≥ L(q(t−1), θ(t)) ≥ L(q(t−1), θ(t−1))

= LL(θ(t−1))− εt−1 ≥ LL(θ(0))−
t−1∑
i=0

εi

If we keep limt→+∞
∑t−1
i=0 εi <∞, ∃ C > 0 s.t. for all t > C,

LL(θ(t)) ≥ LL(θ(t−1)) and thus the procedure converges.

Insung Kong (SNU) Mixture of GANs for Clustering May 16, 2020 13 / 13


	Summary
	Introduction
	Gaussian Mixture Model and EM Algorithm
	GAN Mixture Model with EM Algorithm
	Experiments

