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Introduction : the Double Descent Phenomenon

under-parameterized

Test risk

“classical”
regime

over-parameterized

“modernl,
interpolating regime

~ Training risk:

. _interpolation threshold

Complexity of H

Double descent phenomenon : Second decrease in population risk beyond
the interpolation threshold.
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Problem Setup and Assumptions

yi = F(x;) +ei, E(x;) = 0, Cov(x;) = X, var(e;) = 02
R(f) = Ex(f(x) — F(x))? : population risk

h
Trainable Network f(x) = > aip((x, w;))
i=1

(A1) Data : x; ~ N(0, Iy)
(A2) True model : F(x) = (x,03),||8]| =r
Objective : £(f) = > (yi — f(x;))?
i=1
4 41 € (0,00), 2 — 42 € (0,00) as n,d, h — o0

Optimization : Gradient flow on either the fist or second layer.

Overparametrization corresponds to increasing v» = h/n
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Linear Network

© 6x)=»x

risk
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® Brighter color indicate larger ~;.

e Main figure : second layer coefficients are optimized.

® Subfigure : first layer coefficients are optimized.
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Optimizing The Second Layer: Nonlinear

o w; "5 N0, d 7 y)

° f(x) = ééiﬁb(("a wi))

R(f) = Exp, [Hgb(xTW>a F(x)H | X, W]
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Optimizing The Second Layer: Nonlinear

Theorem

If we let 1 — oo, the variance is equal to
V(’Yl—>00) = o min {’727 1} /|1 - '72‘

Theorem

Given(Al, A2) and w; ~ N(0, I4), then B — oo as o — 1. And, B is finite
when v, > 1.

« empirical
prediction

—e— empirical
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Figure 2: Population risk of two-layer neural networks with opumlzed second layer under (A1)(A2). Brighter
color indicates larger 1. (a) risk of linear network with 72 /U =16 and 71 < 1. (91 > 1 is shown in Figure 1)
(b) variance of network with ReL.U activation. Black line corresponds to y; — oo predicted by Corollary 5.
(c) bias of network with ReLU activation. Black line corresponds to y1 — oo for linear network, which is
empirically observed as an upper-bound. Note that as 42 — 1 both bias and variance becomes unbounded.
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Optimizing The First layer Layer: Nonlinear

® First layer parameters a; L Unlf{ 1/v/h, 1/\/%}
® (A3) : ¢ is smooth, Lipchitz and monotone with

¢'(0) = 0,[¢/(£x) — ¢'(o0)| = O(exp™)

° (A4):Vie L h],3Y €[l h st aw™ = —aw

® Vanishing initialization : w;(0) ~ N(0, Iy/dh'**)
IW(t) = W()[r > [IW(O)llF
¢ Non-vanishing initialization : w;(0) ~ N(0, ly/d~¢)

W(t) = W()lr < [IW(O)llF
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Vanishing Initialization

Theorem

Given (Al —3). Let T = O(loglog h) and f(-) = f**"(-, W(T)), then as
n,d, h — oo, the gradient flow reaches a o(1) first-order stationary point
at time T, at which point the population risk is given as

A -1 i 1
R(f) — max {0, n } r? 4 Ma2 (1)
g 11—l

® |ndependent to ~,. Double descent does not appear about
overparametrization.

® Double descent appears about ;.

® |t is same as the risk of linear neural network.
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Non-Vanishing Initialization

Theorem

Given (Al — 4) and let n,d, h — oo the stationary solution f(-) = "™ "(., W(T)) has
the following risk

R(F) — 71—1+ nm+ym+m-2)+1 2
n 2ny/mMm+mn(m+2)+2)-2)+1
n nt+yum+1 L) e (2)
b/mm+tm(m+2)+2)-2)+1 4 ’
where m = b} /b3, by = E [¢/(G)]?, and b2 = E [¢/(G)?] — b3, G ~ N(0,1).

® |ndependent to 72

® Double descent does not appear.
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Figure 3: Bias and variance of two-layer sigmoid network with optimized first layer under (A1)(A2). Individual
dotted lines correspond to different 2 (from 0.2 to 2) which is independent to the risk. The bias and variance for
both initializations is well-aligned with Theorem 7 and Theorem 8.
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Summary

® The double descent phenomenon of the bias-variance decomposition
may be observed when the second layer weights are optimized
assuming that the first layer weights are constant.

® When the first layer is optimized, the population risk is independent to
overparametrization.

® But, two different initialization show different patterns.

@ For vanishing initialization : the gradient flow solution is asymptotically
close to a two layered linear network.

® For non-vanishing initialization : the gradient flow solution is well
approximated by a kernel model.
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Summary

Opt 2nd layer Opt 1st layer Opt 1st layer
Vanishing Non-Vanishing

Bias v1 : No, 72 : Yes | 41 : No, 72 : No | 71 : No, 72 : No
Variance | 71 : No, 72 : Yes | 71 : Yes, 72 : No | 71 : No, 72 : No

Table: The presence/ absence of double descent
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