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Introduction

® Most of fair algorithms are based on a assumption of an identical training
and test distribution.

® However, such an assumptions are often violated in real-world applications

® In this paper, the author proposes a method to transfer model fairness
under distribution shift with a fair consistency regularization as the key

component.
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X, A,Y: random variables of input features, sensitive attributes and label
® X A,Y: sample space of input features, sensitive attributes and label
e Y V2 ... Y¥: underlying factors (A, Y € {Y', Y2 ...,Y*})
— underlying factors other than A and Y are nuisance factors
® g: X — Y: classifier

® g:.: teacher classifier

SY,TY: sample space of X|a—q,y—y in source domain and target domain
(S=UyUa Sy, T=Uy, Uy TY, a € {0,1}, and y € {0,1})

e Y, U: group distribution and distribution on the entire data
(i.e. group is a set of data that has same sensitive attribute and label)



Fairness Metric

® equalized odds
1 < . .
Nodds = 5;’13(3’ =ylA=0Y =y) - P(Y =ylA=1Y =y)

® variance of group accuracy

VGCC = V(IT({P(Y = y‘A = a, Y = y)vvaa y})
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Underlying data generation process

® (Assumption 1) Underlying data generation process

® assume that the data is generated from a latent generative model as;
YK~ P(YYE) and z ~ P(X|YTE = 1K)
® the generative model is fixed;
Pg(X|Y K = yl) = Pr(X|[y 1 = 1K)
® but the marginal distribution of factors varies in two domains;
Ps (Y1) # Pr(y )
® hence, result in distribution shifts;

Ps(YVE X) # Pp(YHE, X)



Domain Shift

® (Definition 1) Domain Shift
If at least one nuisance factor Y has different sample space in two
domains, Jy* € V&, but y' ¢ Vi, results in Ps(Y' ) # Pr(Y5) and
Ps(Y'5, X) # Pp(Y'R, X)

® Under domain shift, the source model has never seen the data with factor

values that only exist in the target domain
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A Sufficient Condition for Transferring Fairness

® (Assumption 2) Separability of the input

SYUSY =TYUuT! =SuTl =0, Vy,a #ar
SyUSy =T UTy =SYUTY =0, VYa,ar,y #y

(groups are separated by label and sensitive attribute)

® (Definition 2) Neighbor
— Let T denote a set of input transformations and define the
transformation set of = as B(z) £ {a/|3t € T,s.t.||zr — t(z)| < r}.
For any x € SY UTY, define the neighbor of x as
N(z):= (SYuTY)N{x/|B(x) N B(xr) # 0} and define the neighbor of a
set V € X as N (V) := Ugevnu,u, sturyyN ().
— Only consider neighbors that have the same class and sensitive
attribute (i.e., from the same group).
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A Sufficient Condition for Transferring Fairness

® (Assumption 3) Intra-group expansion
U satisfies (a, ¢)-multiplicative expansion for some constant « € (0, 1)
and ¢ > 1, if for all V. C UY with Pyv (V) < @, the following holds;

Pyy(N(V)) > min{cPyy (V), 1}

+— 2classes -
2 groups

intra-group
expansion

2 groups
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A Sufficient Condition for Transferring Fairness

® (Theorem 1) Guarantee fairness
Suppose we have a teacher classifier g:. with bounded unfairness such that
legy (gie) — sz//(gtc)| <v,Va,ar € A and y,y’ € Y. We assume
intra-group ex;;ansion where U! satisfies (@, ¢)-multiplicative expansion
and ey (gie) < @ < 1/3 and € > 3,Va,y. We define ¢ £ min{1/a, ¢}, and
set pu < ey (gee), Va,y. If we train our classifier with algorithm

minmax Ryy(g), st Lyy(9,9tc) < p Va,y
geG a,y @ @

then, the error and unfairness of the optimal solution ¢ on the distribution
U are bounded with

. 2¢ .
e(9) < ——7eu(gee) + ;RU(Q)
2 .
Aodds < —— (7 + p+ cmax Ryy (9))
c—1 ay “
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Fair Consistency Regularization

® Two challenges in realizing theorem 1 (Guarantee fairness)

1. we need a high quality teacher model, but the model is trained only with
labeled source data
— leveraging self-training paradigm that updates the teacher model

2. existing consistency regularization do not take fairness into consideration
—» propose a fair consistency regularization

14



Fair Consistency Regularization

a Lyair (source only)
L. (source only)
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Figure 2: Training diagram.
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® Liair = X (ayefo.1y2 1077 wepy 1M(f(2)) —al

® Lyconsis(g) = Zi:(] Zi:o LY (9)
Li(g) = Zi 2oy L(max(gic(zf)) > 7)H (argmax(gec(2)), g(t(2)))

Y
Y ’
Y = 1 . A o— e
¢ Xpy lmax(ge(za))27)’ D DD ¥

15



Experiments

Source Target
Acc Unfairness Acc Unfairness
Method Vace Dodds Vace Bodds
Base 92.85:049 2302097  4.81x0.69 74.49+083 579349  9.90:1.27
Laftr 93.242041  1.192046  2.44:051 74.35+1.46  6.92:072  9.79+1.54
CFair 92512022 1762053  4.75:085 73.53:089  7.51x073  7.26£1.95
Laftr+DANN 91.33:008  2.12:1.72  2.70:067 74284163  6.25:259 8.27s2.11
CFair+DANN 90.8910.76  2.01x0.70  4.43+1.36 74.62+1.06  6.23:090 5.2622.07
Laftr+FixMatch ~ 96.62:006  0.77:021  2.23:044 83.87:048 8.21x067 9.32:1.01
CFair+FixMatch ~ 96.1320.53  1.2820.53  2.78:0.74 83.112049  7.87:186  7.8920.40
Ours (w/ Laftr) 96.08+0.07  0.96:039  2.59:035 85.52:040 2.82:087 5.70:0.52
Ours (w/ CFair) 095.65+022  1.56+0.37 3.83:097 84.48+042  2.88+099 5.43+0.65
Table 1: Transfer fairness and accuracy from UTKFace to FairFace
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