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Introduction

Consider the classification problem without causing disadvantage
for each sensitive class.

Most fairness strategies in machine learning models have focused
on achieving fairness objectives when the sensitive information is
available.

However, in practice, due to legal or privacy concerns, when
sensitive information is not available, it is crucial to find
alternative objectives to ensure fairness.

Existing methods on fairness without demographics can be
divided into two categories: Max-Min fairness and fairness with
proxy sensitive attribute.
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ARL : Max-Min Fairness Approach

We are given non-protected features xi “ px1i , ¨ ¨ ¨ , xKi q, protected
features si , and class labels yi P t0, 1u, 1 ď i ď n.

Definition (Rawlsian Max-Min Fairness) Suppose H is a set of
classifiers, and UDs phq is the expected utility of the classifier h for
the individuals in group s, then a classifier h˚ is said to satisfy
Rawlsian Max-Min fairness principle if it maximizes the utility of
the group with the lowest utility.

h˚ “ argmax
hPH
min
sPS
UDs phq

where Ds “ tpxi , yiq : si “ suni“1
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ARL : Max-Min Fairness Approach

Replacing the expected utility with an appropriate loss function
LDs phq over the set of individuals in group s, we can formulate
our fairness objective as:

min
hPH
max
sPS
LDs phq “ min

θ
max
λ:}λ}1“1

ÿ

sPS

λsLDs phθq

“ min
θ
max
λ:}λ}1“1

n
ÿ

i“0

λsi ℓ phθ pxiq , yiq

However, we cannot optimize this objective directly because we
do not observe si .
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ARL : Max-Min Fairness Approach

In adversarial reweighted learning(ARL), we optimize this
objective instead:

min
θ
max
φ

n
ÿ

i“1

λφ pxi , yiq ¨ ℓ phθ pxiq , yiq p“: Jpθ, φqq

λφ pxi , yiq “ 1` n ¨
fφ pxi , yiq

řn
i“1 fφ pxi , yiq

(ARL)

Note that this optimization includes maximization for
tλφ pxi , yiq , 1 ď i ď nu, which is different from maximization for
tλφ pxsi , ysi q , 1 ď i ď nu. It could lead to a great decrease in
accuracy.
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FairRF : Fairness with Proxy Sensitive Attribute

For ŷi “ hθpxiq, Lcls pŷi , yiq “ ´yi log ŷi ´ p1´ yiq log p1´ ŷiq, if
we know si , then we can consider penalty term with respect to
dependency between prediction and sensitive attribute as:

Rps, ŷq “

ˇ

ˇ

ˇ

ˇ

ˇ

n
ÿ

i“1

psi ´ µsq pŷi ´ µŷ q

ˇ

ˇ

ˇ

ˇ

ˇ

where µs and µŷ are the mean of s and ŷ, respectively.

However, as sensitive attribute is unavailable in our problem,
directly adopting the above regularization is impossible.
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FairRF : Fairness with Proxy Sensitive Attribute

If non-protected feature xj has high correlation with s, reducing
the correlation between xj and ŷ can indirectly reduce the
correlation between s and ŷ. In FairRF, the regularization term is
written as

Rrelated “

K
ÿ

j“1

λj ¨R
`

xj , ŷ
˘

The final objective function of FairRF is

min
θ,λ

n
ÿ

i“1

Lcls pŷi , yiq ` η ¨

K
ÿ

j“1

λj ¨R
`

xj , ŷ
˘

` β}λ}22.

However, this approach requires a assumption that some
non-protected features are highly correlated with the sensitive
attribute of concern.
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Fairness with Knowledge Distillation

Fairness without demographics through knowledge distillation is
newly proposed.

The main content of this paper is that by using actual labels and
teacher model’s output for label smoothing, then training the
student model with these smoothed labels leads to improved
accuracy and fairness metrics.
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Fairness with Knowledge Distillation

Let g be the teacher model, and h be the student model.

The training objective for student model can be formulated as

Lphq “
1

N

N
ÿ

i“1

“

αLcls
`

h pxiq , ŷ
t
i

˘

` p1´ αqLcls ph pxiq , yiq
‰

where ŷ ti “ g pxiq is the soft label from teacher model, Lcls is the
classification loss, and α P p0, 1q is the trade-off hyper-parameter.
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Fairness with Knowledge Distillation

The teacher model can be decomposed into two functions,
g “ φ ˝ f , where f is the nonlinear function that predicts the
logit, and φ is the mapping function for soft labelling.

Given the logit zi “ f pxiq calculated by the teacher model,

ŷ ti “ φpziq “
exp pzi{T q

1` exp pzi{T q
,

where T is the temperature that controls the probability
distribution over classes.
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Fairness with Knowledge Distillation

Results on COMPAS dataset with sensitive attribute race.

Similarly, the experimental results show student with softmax
label outperforms DRO, ARL, and FairRF in all aspects.

11



Fairness with Knowledge Distillation

The contribution of this paper is to show the improvement of
accuracy and fairness metrics compared to other methods
through experiments.

However, in the proof of the only theorem that theoretically
supports this method, it seems that there are some critical errors.
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Appendix

Dataset :

New adult(predict whether an individual’s income exceeds certain
threshold race and gender as sensitive attributes)

COMPAS(predict whether a defendant reoffends within two years
with sex and race as sensitive attributes)

CelebA(predicting attractiveness with gender as sensitive
attribute, and predicting gender with age as sensitive attribute)
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Appendix

In the paper, the definitions of the disparate impact and equalized
equalized odds are not stated. One of the possible definitions is
as follows:

Disparate impact :
ˇ

ˇ

ˇ

ˇ

ˇ

1

#pi : si “ 1q

ÿ

i :si“1

Ipŷ “ 1q ´
1

#pi : si “ 0q

ÿ

i :si“0

Ipŷ “ 1q

ˇ

ˇ

ˇ

ˇ

ˇ

Equalized odds :

1

2

1
ÿ

y0“0

ˇ

ˇ

ˇ

ˇ

ˇ

1

#pi : yi “ y0, si “ 1q

ÿ

i :yi“y0,si“1

Ipŷ “ 1q´

1

#pi : yi “ y0, si “ 0q

ÿ

i :yi“y0,si“0

Ipŷ “ 1q

ˇ

ˇ

ˇ

ˇ

ˇ
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