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Contribution

• Generate fair synthetic data via LeCam divergence and unlabelled reference
dataset.
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Notation

• X : Data in RD

• S : Set of sensitive attributes
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Fairness

• Fair synthetic data satisfies

PG (S = 0) = PG (S = 1)

where Psyn is distribution of synthetic data.

• However train data does not satisfy above condition.

Pbias(S = 0) ̸= Pbias(S = 1)
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Setup

• Suppose that the information of S is not available.

• To train fair synthetic data, adopt reference dataset Dref which may satisfy

Pref (S = 0) ≈ Pref (S = 1)

• Let Dbias be train data.

• When the number of train data and reference data are mbias and mref

respectively, we assume that
mbias ≫ mref
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Original Method

• To train fair synthetic data, we optimize generator G by minimizing

min
G

(1 − λ) · Df (Pbias ∥PG ) + λ · Dfair (Pref ∥PG )

where Df is f -divergence and Dfair is fair discrepancy.
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LC-divergence

• Propose Lecam divergence based fairness discrepancy

min
G

(1 − λ) · Df (Pbias ∥PG ) + λ · µD∆ (Pref ∥PG )

where µ denotes a non-negative weight, and D∆ (Pref ∥PG ) indicates the
LC-divergence between Pref and PG :

D∆ (Pref ∥PG ) :=
∑
x∈X

(Pref (x)− PG (x))
2

Pref (x) + PG (x)
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Training

• f -GAN
min
G

max
D

EPbias [D(X )]− EPG [f ∗(D(X ))]

where D is discriminator and f ∗ is conjugate of f .
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Training

• fair f -GAN

max
D

EPbias [D(X )]− EPG [f ∗(D(X ))]

max
Dref

EPref [Dref (X )]− EPG [Dref (X )]− 1
2(µ+ α)

R∆

min
G

−(1 − λ)EPG [f ∗(D(X ))]− λEPG [Dref (X )]

where α denotes an exponential moving average of Dref v.r.t. reference
samples and R∆ indicates a regularization term for Dref defined as:

R∆ := EPref

[
∥Dref (X ) + α∥2]+ EPG

[
∥Dref (X )− α∥2]
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Experiment

• Baseline 1 : Unfair method with train and reference data

• Baseline 2 : Unfair method with reference data

• Fairness measure :
√∑S

s=1(Pref (S = s)− PG (S = s))2
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Experiment

16


	Contribution
	Notation
	Fairness in generative model
	Problem
	Proposed method

